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ABSTRACT
This LBR describes a novel method for user recognition in
HRI, based on analyzing the peculiarities of users voices,
and specially focused at being used in a robotic system. The
method is inspired by acoustic fingerprinting techniques, and
is made of two phases: a)enrollment in the system: the fea-
tures of the user’s voice are stored in files called voiceprints,
b)searching phase: the features extracted in real time are
compared with the voiceprints using a pattern matching
method to obtain the most likely user (match).
The audio samples are described thanks to features in three
different signal domains: time, frequency, and time-frequency.
Using the combination of these three domains has enabled
significant increases in the accuracy of user identification
compared to existing techniques. Several tests using an in-
dependent user voice database show that only half a second
of user voice is enough to identify the speaker. The recogni-
tion is text-independent: users do not need to say a specific
sentence (key-pass) to get identified for the robot.
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1. INTRODUCTION
In order to achieve a natural and personalized interaction

between a robot and its human users (HRI), it is important
that the former identifies correctly its human peers. Audio
features are often used to reach that point.
Previous works by other authors ([5]) include several de-
scriptions of systems enabling a caller to obtain access via
telephone network to services by entering a spoken key-pass
(text-dependent method). In order to achieve this goal,
in the enrollment phase, first automatic speech recognition
(ASR) identifies the key-pass; then a voice verification al-
gorithm is used. Some features of the voice are extracted
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and stored next to the key-pass sentence. In the verification
phase, real time features are compared with the previously
stored features. The identification is considered as succes-
ful if the compared distance between both sets of features
is below a given threshold (pattern matching approximation
using text-dependent verification).
A review of acoustic fingerprint methods [3] report their use
for a wide range of applications, such as identifying songs,
contents, etc. However, their use for the identification of the
user is more challenging, because two identical sentences ut-
tered by the same person result in two different signals. Our
proposed architecture tends to overcome these difficulties.

2. DESCRIPTION OF THE SYSTEM
The previous system used by the robot Maggie ([2]) re-

quired the user to enroll on the system. This phase con-
sisted of questions asked by the robot to the user. Along
with her name, age, language, a key-pass sentence is cho-
sen by the user to learn her voice tone. It can be a digit
password or anything else. For this task, we used the third-
party Loquendo ASR-Speaker Verification package [4]. The
main drawback was that, to be correctly identified, the user
needed to utter the same sentence that he used in the en-
rollment phase.

System overview. In order to avoid this drawback, we im-
plemented a new module of text-independent user identifica-
tion based on pattern matching techniques. During a simi-
lar question-based (but key-pass free) enrollment phase, the
robot learned features of the voice of the new user. These
features are stored into a so-called voiceprint file. Details
about feature extraction and matching come below.
The work presented in this paper, includes user identifica-
tion using voice features. It is implemented in Chuck and
C++. It is part of a complete multimodal interaction sys-
tem applied to HRI called Robotics Dialog System ([1]). This
RDS interaction system is based on the ROS architecture 1

and supplies the interaction capabilities for the RoboticsLab
robots 2.

Used features. Two aspects of the new system can be un-
derlined: the features are extracted without needing a spe-
cific key-pass phase, and these extracted features belong to

1http://wiki.ros.org
2http://roboticslab.uc3m.es/
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three different domains: time, frequency, and time-frequency
(more details about them in [1]). The used features are Root
Mean Square (RMS) (computed on time domain); Pitch
computed using Fast Fourier Transform (frequency domain);
Pitch computed using Haar Discrete Wavelet Transform (time-
frequency domain); Flux (frequency domain); RollOff (fre-
quency domain); Centroid (frequency domain); Zero-crossing
rate (ZCR) (time domain).

Real time feature extraction. Once the voiceprints of the
enrolled users have been generated and stored, it is possible
to identify which user is speaking at any time. Voice Activ-
ity Detection, which consists in detecting whether users are
talking or quiet, is based on our previous work [1]. When
voice activity is detected, the previously listed audio fea-
tures are extracted. Each second of voice generates several
rows of features. Each row is called a bit, and a set of bits is
known as sub-fingerprint. The number of bits that compose
a sub-fingerprint will be called sub-fingeprint size, and is the
minimum information to identify an user.

Our system works with a sample rate of 44100 Hz and a
window size of 4096 samples, therefore each bit of fingerprint
corresponds to 0.1 second of voice (i.e. 1 second of voice
generates 10 bits).

Identification (matching) phase. The identification is made
by computing the distance between the current audio fea-
tures and the features of the enrolled users, stored in each
of the voiceprint files. If the best-match distance is below
a threshold, the speaking user is considered to be the user
that generated that voiceprint file.

In mathematical terms, let n = 7 the number of different
audio features. The distance d between a current bit C of n
extracted features and a voice print file V , a set of nv bits
of n features, is computed with the following formula:

d(C, V ) = min
j∈[0,nv ]

‖[1 . . . 1]− exp(−α ◦ |C − Vj |)‖L1

where ‖.‖L1 is the Manhattan distance, ◦ is the element-wise
product, and α = [α0 . . . αn] a scaling vector.
The best match for a given bit C is then defined as the
voice print which bits obtains the minimum distance with
C. It is considered a valid match if that distance is below
an empirical threshold.
The distance computation presented above is called bit-to-
bit (n × 1 vectors comparison). It can also be made on
successive sets of bits (n × w,w ∈ N matrices comparison,
w is called the sub-fingerprint size).

3. EXPERIMENTAL RESULTS
In order to verify the system accuracy to identify human

peers, we have used a multi-language voice database 3 Some
samples were used for generating the voiceprints, and other
for evaluating if their best match corresponded to the cor-
rect user.
Figure 1 that relates the number of enrolled users, and the
sub-fingerprint size, to the accuracy rate of the user identi-
fication. The accuracy rate is close to 100% for few users,
and while it decrease while the number of users increase, it
remains over 70% for as many as eighteen users for the best
choice of sub-fingerprint size. The best results are obtained

3The database used was VoxDB (http://voxdb.org).

Figure 1: Number of Users vs Accuracy vs Sub-
fingerprint size

using a sub-fingerprint size of 5, i.e. a voice sample of half a
second is long enough to identify the speaker. Similar work,
presented by Lite[6], claims an accuracy rate of 79% for 11
users and 3 seconds for each identification. Our system, with
11 users gets an accuracy rate of 86% using 0.5 seconds of
voice.

4. CONCLUSION AND FUTURE WORK
In this paper, we have presented a real-time user recog-

nition algorithm based on acoustic fingerprint methods and
tailored for HRI. Audio features computed in three acous-
tic domains are matched with lightweight pattern matching
techniques, which confer the robot an intuitive and accu-
rate user recognition system. Future work will extend the
benchmarking of our system against others.
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