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In this work, we present a method to tag objectafylying a color model
learned from another source object. We learn thisttal color model of
objects using Gaussian Mixture Models and Experiatlaximization
algorithm. The source model is transferred to #nget object to be tagged
by matching the Gaussian distribution that bestriles the color struc-
ture. This makes the target gain the color mod¢hefsource while main-
taining its initial appearance. This algorithm danused in Human-Robot
Interaction to visually tag objects for selectitargeting or discrimination.
We perform some experiments to test our proposetade

1 Introduction

To allow robots to share their living space withrfans, they must be able
to understand the environment and act intelliger@ge of the first steps
to accomplish this behavior is enabling robotsdemtify objects or people.
However, in many cases, this is a complex taskHerrobot alone. Hu-
mans can help the robot to understand the envirohimeg helping it to
select and tag targets with which to perform ardestask. This can be
done by teleoperation (Pierro, 2009), interactimough gestures (Bueno,
2012) or Learning from Demonstration (Argall, 2008)



Object tagging is an area of research that has rmpplications in social
networks and in the Internet in general, and Wwidely addressed in com-
puter vision. In (Bergman, 2011), an automatic rmétfor object tagging
is presented, where objects like skin, the skyotinge are automatically
tagged. Another popular method is the “bag of wbi@surka, 2004),
where a bag of features treated like words is caethuand then classified
to visually categorize objects.

Despite these efforts, there is still a huge gawéen what a human is
capable of tagging and automatic selection, asliffsv2009) defends.
There is a growing interest on relying on humansdtve this difficult
computer vision tasks (Sigala, 2004). A widely kmomethod is the re-
CAPTCHA of Google (Von Ahn, 2008), which aims taitilize old texts
with the help of millions of users throughout thebw The first of the two
words that appears in a reCAPTCHA is used for sigcrgasons, to find
out if the user is a human or a machine. The seomeadis a word that
Google is not capable of recognizing using OCR wghand is thus pre-
sented to the user for human identification.

In this paper we propose a supervised method toliggrts using color
substitution. In a first step a color model of Swmurce object is learned
using Gaussian Mixture Models (GMM). This colorthen applied to the
target object, but maintaining the shape and vistracture of the target.
As a result, the object changes its color but it identifiable by the
human. Some examples of color substitution arée(PR005), that per-
forms histogram matching, or (Tai, 2005), that nsakarametric match-
ing. Our work is based on (Huang, 2009), that psegoa method of image
recoloring to help colorblind people to recognizZgjeats. The authors
swap colors that people with color vision deficiescmay have difficul-
ties in perceiving with colors that they may idéntnore easily. The final
color model application is performed through thethnd described in
(Saphira, 2009).

The aim of this work is to make it easier for a faumto interact with a
robot in a cluttered environment. Usually, objexding is performed us-
ing a bounding box that surrounds the target opjmuotl at times an at-
tached text. Our proposed method allows the recgasf objects from a
determined source, avoiding the use of occludingnding boxes. Addi-
tionally, different classes of objects may be tabgéth user friendly and
easily recognizable patterns. Fig. 1 presents e-lsyeside view of the
bounding box method and the proposed method.



Figure 1: On the left side: the usual tagging systie object is tagged by a
bounding box and a text where the type is expres3adhe right side: our pro-
posal, the object is tagged using a determinedcsarolor model, in this case red.
As it can be seen, occlusion of the environmerthieybounding box (left) is
avoided through the use of the presented recolon@ghanism.

The document is ordered as follows: Section 2 weslithe basic mathe-
matical used tools, Section 3 explains how theatbjare tagged by color
substitution, Section 4 presents the experimemid, $ection 5 provides
several conclusions.

2 Basic tools

This section reviews some of the most relevantratguos that the authors
use to perform the presented segmentation andiggegcoloring process.

2.1 GrabCut Algorithm

We make use of the GrabCut algorithm (Rother, 2@6@4egment the im-
age. GrabCut uses Gaussian Mixture Models and Exfp@t Maximiza-
tion to find globally optimal segmented solutions.

The Grabcut algorithm includes two parts, hard sagation and border
matting. In the hard segmentation phase, the algorestimates the fore-
ground and the background of the image by usingeaative version of
graph-cut optimization (Boykov, 2001). Then, in therder matting phase,
alpha values are obtained in a narrow region instmeoundings of the
segmentation boundary.



2.2 Gaussian Mixture Model

A Gaussian Mixture Model (GMM) is a parametric pmbbistic model for
representing subpopulations in training datasetpaifts. It can be ex-
pressed as a weighted sumMfmultivariate Gaussian distributions. As
explained in (Reynolds, 2008), this model can hEessed as:

M
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Wherex is a D-dimensional data vectay, are the mixture weights, amg
is the multivariate Gaussian probabilistic denditpction. This density
function is defined by:
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Wherep is the mean vector arklis the covariance matrix. This is a gen-
eral model that can express several specific sigenare. a single Gaussi-
an model (wherd1=1), a univariate Gaussian model (where the medn an
covariance are actually scalars), or a case wheraformation among the
axes is non-correlated (resulting in a diagonahdawnce matrix instead of

a full one).

A number of algorithms exist to determine the nuoarvalues of the
parameters of a GMM such that it correctly predibes values of a train-
ing datasek. The quality of this prediction is equal to thieelihood of the
datasek given the parameterks . This is,

T
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Where the parameters for a GMM are M,w, y andX. Thus, the prob-
lem of determining the best predictor is equivatentinding the parame-
ters that optimize the likelihood. This gives natnehe family of Maxi-
mum Likelihood Estimation (MLE) algorithms. While INE for simple
distributions is trivial, the GMM case presentsam4inear function of the



parameters. The MLE of a GMM may solved througinaiige methods,
such as the Expectation-Maximization (EM) algorithm

The EM algorithm is initialized with a set afpriori parametersi . At
each iteration, the algorithm looks for a set patams A’ such that
p(x]1’) > p(x|2). This process is repeated until convergence withi
specified threshold reference. The following seeqbiations guarantee a
monotonic increase of the likelihood thus enabtimg advance towards an
optimal model. They update the expectation of thesSian moments and
thus compose the Expectation (E step) of the EMrahgn:
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Wherew”, ", ands; refer to arbitrary elements of their respective-ve

tors. The Maximization (M step) of the EM algorithisi performed by
computing thea posteriori distribution. For componemtthis is given by:
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2.3 Kullback—Leibler divergence

The Kullback—Leibler divergence (KL) is a method &étermining the
similarity between two probabilistic distributiofisullback, 1951). Usual-
ly, one of the distributions is the real data (RYl she other (Q) is the dis-
tribution model that you want to use as an intaggien of your data. KL



is a measure of how much information your modekgiyou about the
data you are modeling. Formally, for discrete aysteKL is defined as:

Din(PlQ) = 3 in gEjﬁbP@)

Which can be described as the sum of the likelihafoobserving one data
with the distribution P if the particular model Qt@ally generates the data.
The lower the KL distance is, the more similar ditributions are. In oth-

er words, lower KL results indicate that the statséd model Q, assumed
for interpret the real data P, is good explainingNbtice that this measure
is distinct when talking abow, (P||Q) andDy.(Q||P). This is the reason

why it is considered a “non-symmetric” distance.

3 Tagging objects by color substitution

The full process of target object recoloring isidega in Fig. 2.

reYerenc.

3

Extraction color Identification and Extraction color Matching color
model from —> [classification each|—> | model from each |[—> modgel —> | Apply color model
reference images object of interest object of interest

Figure 2: Full process.

It basically consists in the following 5 distin¢éps.

1) We extract the color model of the reference iesagach of them repre-
sents a category. This process is actually thriee-fo
» Selection of the images from which to extract thimcmodel.
» Segmentation of each object using the GrabCut itihgor as ex-
plained in Section 2.1.
» Estimation of its GMM color model using the EM alglom, both
explained in Section 2.2.



2) In the target image, we perform a supervisedtifieation of objects of

interest. For this purpose we select the area di eaject of interest and
classify them within the categories available.

3) We segment each of the identified objects andheixtheir color model.

4) Using the KL distance described in Section &8 match the Gaussi-
ans of the target object with that of the sourgeab

5) We apply the color model to tag the object (ledog) through the
method described in (Saphira, 2009).

As a result, we obtain a target image tagged with dource color. The
next step would be to perform a task like monitgrisearching, tracking
or targeting.

4 Experiments

Some results of our proposal are shown in Figi®,4and Fig. 5.

e left side: an orange. In the aeite apple. O the r
orange recolored like an apple.



igure 4: Process of image color substitution: Ehlge object is selected (left
image), extraction of color model of source objeenter image), application of
color model to the target object (right object).

Figure 5: Process of image color substitution, sp@pthe source and the target.

Initially we select GMM with 3 components to defiR&GB values, one
component to describe each channel. However, ihsté&hoosing three
components, we could have actually chosen any nuofli®@aussian com-
ponents. The results with several different choaesshown in Figure 6.

F|gu 6: From left to rgh,oect recolorg |3, 6,9 and 12 Gaussians.

One of the drawbacks of our application is thay@lniform color model
can be learned at the same time. To use 2 or nmoesdor tagging, the
process should be repeated for every color.



4 Conclusions

This paper proposes a tagging system for objectsetosed in human-
robot interaction for selection, discrimination targeting. Target objects
are tagged by color recoloring instead of the atat®ounding box mech-
anism, thus avoiding environmental occlusion (esblgcrelevant in clut-
tered environments) and the possibility of applyirsgr-friendly color pat-
terns for labeling.
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