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Abstract

New applications related to robotic manipulation
or transportation tasks, with or without physical
grasping are being developed. To perform these
actiwities different kind of perceptions are need.
One of the key perceptions in robotics is vision.
However, camera-based systems have inherent er-
rors which affect the quality of the information ob-
tained. Image distortion slows down information
processing and defers data availability to last pro-
cessing stages, decreasing performance. In this pa-
per, a new approach to correct diverse sources of
visual distortions on images in early stages of the
data processing is proposed.

The goal of the proposed system/algorithm is the
computation of the tilt angle of an object trans-
ported by a Tobot. After capturing the image, the
computing system extracts the angle using a Fuzzy
filter that corrects all distortions at only one pro-
cessing step. This filter has been developed by
means of Neuro-Fuzzy learning techniques, using
data obtained from real experiments. In this way,
computing time can be decreased and the perfor-
mance of the robotic application can be increased.
The resulting algorithm has been tried out exper-
imentally in robot transportation tasks in the hu-
manoid robot TEO (Task Environment Operator).
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1 INTRODUCTION

Advances in technology are encouraging the de-
velopment of new applications and new tasks to
be accomplished by humanoid robots. Manipula-
tion tasks can be classified in two main groups:
Grasping tasks, in which the way to grab an ob-
ject by the hand of a humanoid robot is studied
[1] and Non-Grasping tasks. In this second type
of manipulation tasks, the manipulated object is
not fixed to the robot through a solid union. That
is, the object can be moved by another [2] or can
be on an object that the robot is grasping (For
example, a bottle on a tray shown in Fig. 1).

Consequently, it is not possible to ensure a proper
transportation task. Therefore, the object fea-
tures must be accurately obtained in order to be
capable of reaching a stability control in the fu-
ture.

Figure 1: Humanoid Robot Teo Waiter

To obtain those object features, computer vision
techniques have been applied. From a camera, the
visual information has been transformed into the
data needed to control the object. Unfortunately,
this visual information is distorted by the inherent
error of the camera and by the external errors in-
troduced in the pictures. The method developed
has been applied on the example described pre-
viously (The bottle on a tray). The information
of the bottle obtained by artificial vision has these
inherited errors which are produced by the camera
and by the perspective between the desired object
and the camera. These errors must be corrected
to achieve an upcoming control to keep the stabil-
ity of the transported bottle implemented in the
robot, TEO [3].

Therefore, this investigation presents a new
method to eliminate the distortion errors related
to computer vision. This method lets us to obtain
real movement values in an on-line way and with-
out having to rectify the captured images. So,
the computation time can be decreased and the
performance of the robotic application can be in-
creased.



The paper is organized as follows: The following
section presents how it is obtained the different
features of the bottle through the computer vi-
sion methods. Section three presents the prob-
lems related to the use of computer vision and
the new approach proposed to solve it. At the
same time, it is shown the ANFIS tool applied
to develop the proposed NeuroFuzzy ?lter. In the
fourth section, the experiments and results which
demonstrate the correction of the error in the sys-
tem proposed in this research are shown. Finally,
some conclusion and prospects for the future are
proposed.

2 VISION FEATURES
ACQUISITION

To accomplish the bottle balance by manipulation
techniques following the LIPM, a wide range of
features have to be obtained (COG, inclination an-
gle, speed, acceleration). These characteristics to
close the control loop have been acquired mainly
by computer vision.

FEEDBACK CLOSED LOOP

Figure 2: Steps followed to acquire the bottle char-
acteristics and close the loop.

To control the bottle equilibrium, first it is needed
to localize it in the space of the image, knowing
the situation in which it is in each moment. The
inclination angle will be also obtained, to detect if
it is in an equilibrium position or otherwise if the
humanoid robot must make a correction in the
tray to avoid the bottle falling.

Once the tilt angle has been acquired, the angu-
lar speed and the angular acceleration will be cal-
culated. These properties will be the inputs to
control, in a future work, the robot arm position,
closing the feedback loop in order to achieve the
bottle balance.

To localize the bottle, the image is discretized sep-
arating in the 3 RGB channels, subtracting red
and blue channels, and applying a threshold and a
filter. After having differenced the bottle from the
other objects in the image, the geometrical center
has been chosen based on a good reason: As it is
geometrically symmetric, its center of mass is the
same as its geometrical center.

It is important taking into account that by com-
puter vision we are not able to know the content
inside the bottle, so we consider it is filled up with
water having constant density. Therefore, we have
an advantage in knowing each time the position in
the image corresponding with both, the COM and
the geometrical center of the bottle.

Figure 3: Centre Of Geometry (COG) obtained
by computer vision.

3 NEUROFUZZY LEARNING

Starting from controlling the balance of the bottle,
part of this research has focused on obtaining the
angle of the bottle. Through OpenCV tools, the
images have been filtered to distinguish the bottle
from the rest of the image. And once detected,
a box has been attached. The color of the box
depends on the inclination value. In other words,
the angle of the bottle. Green, if it is stable; or-
ange, if it is losing stability; and finally red, if it
is already unstable.
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Figure 4: Tilt angle detected by computer vision
techniques

However, this visual information is distorted by
the inherent error of the camera and by the ex-
ternal errors introduced in the pictures. Errors
produced by the camera defects, which are di-
rectly related to the camera lenses and another
ones caused by the perspective in which the ob-
ject is being seen.

As the defects introduced by the camera in our
system are so low, they have been disregarded.
However, high errors are brought in by the per-
spective in which the bottle is being seen by the
camera at each moment. In Fig.5 two images can
be seen. In both of them the tray and the bottle
are maintained in the same pose.



The only variation has been made in the orienta-
tion of TEO’s head. As it can be seen in Fig.5,
the image changes completely. In the image (a), it
is found the bottle fully straight, and in the other
image (b), it is shown the bottle with an inclina-
tion. If the real tilt angle is aimed to be obtained
directly from these images without using any fil-
ter, the data acquired in the first one would be
similar to the real angle, whereas the second one
would be interpreted wrongly, obtaining an erro-
neous inclination angle.

Figure 5: Image showing the perspective error de-
pending of the position of the bottle

A wide range of procedures are available to cor-
rect the perspective error [4], also by comparing
images taken with different lenses [5] and without
calibrating the camera [6]. However, this tech-
niques used to modify the perspective distortion
are just based on the correction of the object in
the image, in such a way that not mattering the
real inclination or orientation, it finally appears as
straight as it is explained in Fig. 6 “Classical ap-
proaches”.These corrections imply an important
computational cost. [7].

| Classical Appraches for Object Detection |
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Figure 6:
proaches and the proposed approach in this paper.

Comparison between classical ap-

Therefore, instead of making a correction on the
image and a trigonometric calculus, which takes
too much time, an alternative to these classical
methods is proposed in this paper, avoiding the
complex image manipulation steps needed in the
other procedures.

To obtain the correct value of the angle, it is ap-
plied a filter based on NeuroFuzzy Learning. the
tool used to teach to the filter is called ANFIS
(Adaptive Neuro-Fuzzy Inference System). This
tool is a multilayer feedforward network in which
each node performs a particular function on in-
coming signals as well as a set of parameters be-
longing to this node. The formulas for the node
functions may vary from node to node, and the
choice of each node function depends on the over-
all input-output function which the adaptive net-
work is required to perform [11][12].

To train the ANFIS system both a training and
checking dataset with the information needed have
been recorded. In the first one, the performance
of the error among the image space introduced in
the inclination angle has been recovered by several
samplings. These samples have been obtained by
positioning the bottle in different controlled posi-
tions and inclinations. This information, is used
to build the surface to model this error, in order
to correct it later. Whereas in the second dataset,
information which has been chosen from different
positions of the space of the image has been added
to have knowledge of all the vision field. This
dataset, in which the real inclination angles are
well known, are being used to prove that the sur-
face obtained by the ANFIS is reliable.

To validate the information previously acquired by
computer vision, the bottle was placed in known
and defined positions of the image with known
inclination angles. The real data was compared
with the calculated data and both were similar.
Having reliable information, a training dataset
and a checking dataset have been created. Those
datasets are needed for the NeuroFuzzy learning
based system.

Figure 7: Selection of the Error Priority in the
different quadrants of the Image.



The first one provides the information of the bot-
tle corresponding to the different quadrants of the
image, whereas the checking dataset provides the
NeuroFuzzy reliable information about the system
behavior. As the future goal of this research is to
achieve a robust human inspired control [10] of
the equilibrium of a bottle on a tray, the image
has been divided in nine different zones, accord-
ing to the accuracy in the correction required for
each one of them. This zones are shown in Fig. 7.

The quadrant division has been defined consider-
ing the main positions that the bottle occupies in
the image. As the head of the robot has been
programmed in such a way that it moves trying
to keep the bottle centred in the divisions A2, B2
and C2 seen in Fig. 7, the bottle is positioned
most of the time in the three horizontal central
quadrants. As those quadrants are occupied by
the bottle most of the time, the accuracy in the
error correction is higher inside them. As the cen-
tral quadrant has the highest rate of cases in which
the bottle is positioned, the error there must be
the lowest in the image.

All this information has been introduced in the
Adaptive Neuro-Fuzzy Inference System (ANFIS),
available in Matlab. With the ANFIS, the Neu-
roFuzzy Filter was obtained. The filter is used
to make the corrections in the inclination angle of
the bottle perceived by the camera. With this cor-
rection, the real tilt angle information needed to
make the proper rectification of the tray position
is finally achieved.

4 EXPERIMENTS

In order to prove that the information modified by
the NeuroFuzzy filter applied is reliable an exper-
iment has been developed. The bottle has been
placed over the tray and the robot has moved the
arm in such a way that the bottle stays in the four
different quadrants in which the image has been
divided.

This experiment has been done positioning the
bottle in different angle inclinations. The goal of
this experiment is trying if the Fuzzy filter is ca-
pable of rectify properly the data obtained by the
image, no mattering the inclination angle of the
bottle.

As it can be seen in Fig.8 the robot arm has been
commanded in the space of the image. All the
movements of the bottle have been recorded by
the robot camera. From these movements, the
information related to the position in the pixel X
and the pixel Y, as well as the inclination angle ac-
quired by the camera, were obtained and recorded
in a table.

Figure 8: Experiment 01: Positioning the bottle
in different inclination angles and positions.

It is important to notice that this tilt angle is not
the real one, as far as the image nature is being
altered by the errors introduced by the camera
and the perspective.

PIXELX | PIXELY REAL ANGLE FUZZY FINAL ERROR
\ ANGLE | DETECTED | CORRECTION | ANGLE %
| 270 157 81 68,159 -14,9659 83,1249 2,62
[ 26 62 81 93,0146 -12,0505 105,0651 29,71
| 294 149 99 83,405 -53,2652 136,6702 38,05
[ 44 66 99 170,354 -36,9611 144,3151 45,77
| 282 153 87 74,0545 -14,9475 89,002 2,30
[ 43 69 87 98,7461 12,892 85,8541 1,32
| 286 148 93 76,7594 -22,6733 99,4327 6,92
[ 35 62 93 103,3924 9,8508 93,5416 0,58
I 131 67 85 91,1691 5,3272 85,8419 0,99

Figure 9: Data obtained after applying the Neu-
roFuzzy filter.

In Fig.9, the inclination angles obtained in the dif-
ferent positions are shown. After applying the
NeuroFuzzy filter, this information is corrected
and the final angle calculated is presented in the
table with the error percentage.

A second experiment was made, in which the try
of the robot is moved by the robot in accordance
to the information obtained by computer vision
and corrected by the NeuroFuzzy filter. In this
second case, the robot tries to maintain the bottle
in equilibrium over the bottle.
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Figure 10: Corrections made by the arm chain
to maintain the bottle equilibrium over the tray
depending on the inclination angle.

As it is seen in Fig. 10, when the bottle tilts to
one side the robot acts moving the arm in this
direction, trying to recover the bottle equilibrium
until it reaches the maximum length reachable by
the arm.

Whereas, when the inclination angle of the bottle
is in the other side, the arm moves to this other
side in order to compensate this inclination and
keep the balance of the bottle.

5 CONCLUSIONS

The conclusions obtained in the research devel-
oped and explained in this paper are three. They
are exposed below:

e The characteristics of the bottle have been ex-
tracted by computer vision: Pre-processing of
the image, the inclination angle of the object
in each moment, and its movement character-
istics.

e The error introduced in the data by the com-
puter vision techniques has been corrected by
using a NeuroFuzzy filter.

e Closing the control loop. With the informa-
tion acquired and corrected, a closed loop has
been made. To achieve it, the programs have
been implemented in the humanoid robot
TEO.
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