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Abstract. Emotions play a very important role in human behaviour
and social interaction. In this paper we present a control architec-
ture which uses emotions in the behaviour selection process of au-
tonomous and social agents. The state of the agent is determined by
its internal state, defined by its dominant motivation, and its rela-
tion with the external objects including other agents. The behaviour
selection is learned by the agent using standard and multiagent Q-
learning algorithms. The considered emotions are fear, happiness and
sadness. The role of these emotions in this architecture is different,
while the learning algorithms use happiness/sadness of the agent as
positive/negative reinforcement signals, the emotion fear is used to
prevent the agent of choosing dangerous actions as well as a motiva-
tion.

1 INTRODUCTION

In previous works [7] an emotion-based architecture was proposed
for an autonomous and social robot. The use of emotions in this ar-
chitecture is oriented to the behavior selection process rather than
the human-robot interaction issue. Several authors such as Canamero
[3] and Gadanho [5] have used emotions to improve the adaptation
of the robot to the environment and therefore the autonomy of the
robot. Many others such as Breazeal [2], Fujita [4], Shibata et al
[11] have implemented emotional models on robots to enhance the
human-robot interaction. Their robots, Kismet and Leonardo, AIBO
and Necoro, include the possibility of showing emotions, by facial
and sometimes body expressions. We intend to make use of emotions
in robots trying to imitate their purpose in nature, which includes, but
is not limited to, interaction.

We think that the role that each emotion plays, and how the mech-
anisms associated to each one work are very specific. That means
that each emotion must be incorporated to the robot in a particular
way. In a recent paper [10] we have shown how some emotions such
as happiness, sadness and fear are used to learn the right behaviour
policy for each situation.

2 CONTROL ARCHITECTURE

The control architecture proposed here, see Fig. 1, has been designed
for an autonomous robot. An autonomous agent/robot should be ca-
pable of determining its goals, and it must be capable of selecting
the most suitable behaviour in order to reach them. Similarly to other
authors [3], [2], [12], our agents autonomy relies on a motivational
model.
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Figure 1. Control Architecture

2.1 Drives and Motivations

Motivations can be seen as homeostatic processes, which maintain a
controlled physiological variable within a certain range. Homeostasis
means maintaining a stable internal state [1]. The drives constitute
urges to action based on bodily needs related to self-sufficiency and
survival.

In order to model motivations, the hydraulic model of motivation
described in [6] has been used as an inspiration. In this model, in-
ternal drive strength interacts with external stimulus strength. The
intensity of motivations is a combination of the intensity of the re-
lated drive and the presence of the related external stimuli. The ex-
ternal stimuli are the different objects and agents that the player can
find in the virtual world during the game. According to our model a
motivation can obtain a high intensity due to two reasons: 1) the cor-
respondent drive is the highest or 2) The correct stimulus is present.
The dominant motivation will be the one with the highest intensity
and the possibility of no dominant motivation exists.

2.2 Wellbeing

As it is shown in Fig.1 the wellbeing of the agent is a function of the
values of the drives. In [8] the wellbeing is defined in such a way that
it is maximum when all the needs (drives) of the agent are satisfied.
There exist some personality factors that weight the importance of
the values of the drives on the wellbeing of the agent.

On the other hand, based on the definitions of the emotions given
in [7], the emotions of happiness and sadness depends on the varia-
tion of the wellbeing of the agent. When the wellbeing of the agent is
increased a certain amount, happiness arises, on the contrary, sadness
is produced when the wellbeing decreases a certain amount.



2.3 Behaviour Selection

In this architecture the agent learns, using different reinforcement
learning algorithms (RL), the best behaviour at each step using the
emotions of happiness/sadness as the reward. This use of emotions as
reinforcement has been proposed previously by Rolls [9]. Therefore,
in this architecture behaviours are not selected to satisfy the goals
determined by the dominant motivation but to optimize the wellbeing
of the agent. This implies that the final goal of the agent is to reach
Happiness and avoid Sadness.

In the proposed architecture the agent will use the Q-learning al-
gorithm as the RL algorithm when the agent is not interacting with
other players. In the case of social interaction, the agent uses a Q-
multiagent RL algorithm.

The state of the agent is the aggregation of his inner state, the
dominant motivation Sinner , and the states Sobj related to each of
the external objects, including external agents, which can interact
with him. For the RL algorithms the objects are considered as inde-
pendent. This means that the state of the agent in relation with each
object is SεSinner × Sobj1 .

2.4 Fear

Fear is produced when the agent knows that something bad may hap-
pen. In this architecture there are two types of fear, one related to
actions executed by the agent and the other related to exogenous ac-
tions carried out by other elements of the environment such as other
agents.

2.4.1 To be afraid of executing risky actions

In order to avoid risky actions, the worst result experimented by the
agent for each pair action-state is stored in a variable called Qobji

worst.
The effect of being afraid can be considered by following a policy
that considers not only the average of the result obtained but also the
worst one. We define a daring factor that measures the daring degree
of the agent. By varying this parameter the agent gives more or less
importance to the worst result obtained making the agent fearful or
fearless respectively.

2.4.2 To be afraid of risky exogenous actions

When the agent may suffer some negative effects in a state as a con-
sequence of exogenous events, feels fear. ”Fear” is expressed as a
drive Dfear . The fear drive is equally treated as the rest of drives,
and its related motivation could be the dominant one. In this case,
the agent will learn by itself what to do when it is afraid.

3 EXPERIMENTS

This control architecture has been tested on virtual MUD players (a
text-based multi user game), who ”live” in a virtual world. This game
gave us the possibly of creating different 2-D environments to play
in. This environment is fully described in [8].

The results obtained in [8] showed that using happiness and sad-
ness as the reinforcement signal of the RL algorithms the agent learns
the correct policy in order to survive in his virtual world. Moreover,
the quality of life of the agent is quite good following the learned
policy.

In recent experiments it has been proved that following a near
fearless policy that consider the optimal policy as well as the worst

expected results in some degree, improves the performance of the
agent.

4 CONCLUSIONS AND FUTURE WORKS

This control architecture implements emotions on the learning be-
haviour process of an artificial agent, obtaining quite good results in
relation with the overall performance. The learning algorithms use
happiness/sadness of the agent as positive/negative reinforcement
signals. Fear is used to prevent the agent choosing dangerous actions
or being in dangerous states where non-controlled exogenous events,
produced by external objects or other agents, could danger him.

Using this control architecture the agent learns behavioural pat-
terns, this means that the agent learns the sequence of behaviours to
be executed in order to satisfy the drive related to the dominant mo-
tivation. The agent learns, for example, that he has to get food when
he is hungry, even when this behaviour is was not previously linked
with the ”Eat” motivation.

The final goal of the project is to implement this architecture on
a real personal robot. Meanwhile in the next future, another emotion
is going to be implemented: Anger. This emotion will be produced
when another active object, such as other agent, could reduce the
expectancies of the wellbeing of the agent.
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